
Building Taxonomies and 
Dictionaries with WordStat

This rule-based method offers several benefits: it ensures 
transparency, since each classification decision is fully 
visible and auditable; it guarantees replicability, enabling 
consistent application across datasets or over time; and it 
promotes conceptual clarity, by aligning categories with 
theoretical frameworks or operational definitions. These 
qualities make it indispensable in domains requiring pre-
cision and interpretability, such as social science, market 
research, education, public policy, and risk analysis.

Dictionaries and taxonomies are used in numerous fields. 
In psychology, they quantify cognitive styles, emotional 
expression, or personality traits. In political science, they 

help track ideology, framing strategies, or rhetorical shifts in 
party platforms and speeches. Businesses rely on taxono-
mies to monitor customer satisfaction, brand sentiment, or 
feedback themes. Risk assessment and security experts 
may use dictionaries to analyze incident and maintenance 
reports to detect threats, identify recurring issues, or sup-
port predictive maintenance strategies. In education, they 
help detect references to skills, competencies, or learning 
outcomes in student essays or curriculum guidelines. In each 
of these contexts, dictionaries make it possible to scale up 
qualitative insight, producing quantitative indicators while 
preserving interpretability.
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Taxonomies and content analysis dictionaries are structured vocabularies that organize words 
and phrases into meaningful categories, facilitating systematic text coding and analysis. Some-
times called lexicons, or taxonomies when organized hierarchically, these tools map words, 
phrases, or patterns to well-defined conceptual categories. They enable researchers to measure 
abstract constructs such as emotions, values, attitudes, themes, or cognitive strategies across large 
volumes of text. Unlike inductive techniques (topic modeling, neural networks), dictionary-based 
approaches follow a deductive, rule-based logic where classification criteria are explicitly 
defined by the analyst. In this sense, content analysis dictionaries constitute a form of 
rule-based artificial intelligence, deriving meaning through carefully designed linguistic and 
contextual rules.

The Value of Content Analysis Dictionaries«



Dictionary Construction in WordStat
Yet building these dictionaries is not trivial. Analysts must 
contend with challenges such as the linguistic variability, 
the many ways a single idea can be expressed, as well 
as word polysemy, where the same word can convey 
multiple meanings. Misspellings, lexical variation, and evol-
ving terminology further complicate the task. WordStat was 
designed to support users throughout this process, pro-
viding a comprehensive suite of tools to develop, validate, 
and refine content analysis dictionaries using both linguistic 
resources and advanced analytics. Its approach to content 
dictionary development recognizes that dictionary building 
is both a linguistic and an analytical task. The software offers 
tools to build dictionaries from scratch or adapt existing ones 
to specific contexts. Users can define simple keyword lists 
or construct more complex hierarchical structures with multi- 
level categories and embedded proximity rules. Users can 
also import domain-specific taxonomies stored in SKOS 
format (RDF or TTL files), allowing them to build on existing 
resources. Beyond manual entry, WordStat includes an 
array of features to accelerate the process, such as phrase 
extraction, spelling correction, and numerous suggestion tools 
based on statistical, semantic, and contextual analyses.

For example, WordStat excels in identifying high-frequency 
words and multi-word phrases, letting users explore, validate, 
and categorize them with ease. Analysts can explore these 
items interactively, search for variations, examine their con-
texts, and rapidly assign them to appropriate categories. To 
help identify variants and semantically related expressions, 
WordStat provides several complementary techniques, in-
cluding the integration of several lexical resources (WordNet, 
two English thesauri and, for multilanguage coverage, thesau-
ri in seven additional languages). It also uses corpus-trained 
word embeddings, which allow it to suggest semantically 
related words and phrases in virtually any language (as long 
as sufficient text is available). Unlike generic synonym lists, 
WordStat’s suggestions are context-sensitive and corpus- 
aware, displaying only related terms that actually occur in the 
corpus, along with their frequencies. This targeted approach al-
lows one to efficiently achieve adequate coverage and avoids 
cluttering dictionaries with synonyms that are unlikely to be 
used in the data. Users may also choose to view a more com-
prehensive list of related terms to ensure the generalizability 
of the dictionary to other datasets or applications.

Multi-word expressions are managed as meaningful linguis-
tic units with flexible pattern definitions. Users can perform 
searches and wildcard matching to find and group related 
variants or rely on embedding-based similarity metrics to 
detect near-equivalents. This is particularly useful when 

dealing with idiomatic expressions, domain-specific 
terminology, or evolving language.

Spelling errors can also represent a significant source of false 
negatives in dictionary-based content analysis, particularly 
when analyzing unstructured or user-generated content. To 
mitigate this, WordStat includes a unique, high-speed spell-
checking engine capable of scanning millions of words in just 
a few seconds. It automatically identifies potential spelling mis-
takes in the corpus and automatically applies high-confidence 
corrections. It will even automatically recognize unknown 
terms, such as proper nouns, neologisms, or technical terms, 
and identify their misspelled forms, a capability not found in 
conventional spell-checkers. The correction list can be fully 
reviewed and edited, allowing users to inspect or adjust 
suggested corrections and manually add additional substitu-
tions when needed. A separate feature identifies additional 
low-confidence spelling issues for manual review. Spelling 
dictionaries are available in 37 languages, and include dedi-
cated legal and medical dictionaries.

Achieving Precision Through Disambiguation
To refine and validate dictionaries and resolve ambiguity, 
WordStat provides an advanced keyword-in-context or 
KWIC concordancer. 

Figure 1. WordStat’s KWIC concordancer displays keyword 
contexts with hierarchical grouping and frequency ranking 
for precise dictionary validation and disambiguation. 

This KWIC feature displays occurrences of a given word or 
phrase within their immediate context, allowing users to as-
sess how they are actually being used in the text. The list 
can be sorted based on the words that precede or fol-
low the keyword, making it easier to identify consistent 
patterns or divergent uses. A panel on the left side of the 
interface automatically groups similar context sequences 
in a hierarchical tree and ranks them by frequency, helping 
analysts focus on the most frequent usage cases.  This



allows the users to quickly assess the achieved precision 
of the target term or identify false positives and add them to 
a different dictionary category or to a custom exclusion list.  In 
case of highly ambiguous terms, it may also be used to identify 
and select true positive phrases. This is a crucial feature to re-
fine dictionaries and achieve high precision in measurement. 

Such high accuracy is only possible thanks to WordStat’s 
unique built-in hierarchical matching logic (see figure 2), 
which prevents double-counting by treating overlapping items 
as mutually exclusive and consistently prioritizing more specific 
entries over less specific ones. Specifically, longer phrases 
take precedence over shorter ones; phrases are favored 
over individual words; case-sensitive matches override case- 
insensitive ones (e.g., March vs. march); whole words are 
matched before wildcard patterns; and longer patterns always 
have priority over shorter ones. This hierarchical processing is 
essential for disambiguation, allowing users to include 
ambiguous terms in their dictionaries while also specifying 
phrases or patterns that clarify or exclude unintended meanings. 
Many text analysis tools lack this precedence structure, leading 
to inflated or inconsistent category counts. 

Figure 2. Hierarchical matching logic preventing double-counting 
and ensuring accurate disambiguation.

When phrase selection is insufficient for disambiguation, 
WordStat’s advanced proximity rules can be used, enabling 
precise, context-aware coding. These rules combine 
Boolean logic (AND, OR, NOT) with proximity operators 
such as BEFORE, AFTER, NEAR, and their negations. They 
allow users to specify that terms or categories must co-occur 
in the same structural unit, whether a document, paragraph, 
or sentence, and be separated by no more than a user- 
defined number of words. Those proximity rules are useful to 
handle negations in sentiment analysis, disambiguate poly-
semous words through contextual cues, detect conditional 
or hedged statements. And by capturing the co-occurrence 
of key elements in context, proximity rules are crucial for 

detecting events or actions, offering a parsimonious 
alternative to enumerating the many possible phrasings 
that may be used to express them. 

WordStat also allows dictionary items to be weighted 
individually. This supports scoring systems, where differ-
ent terms may carry different analytical importance. It also 
can function as a form of probabilistic disambiguation, 
where ambiguous terms are proportionally distributed to 
different concepts based on usage.

Taxonomies in WordStat are saved as comprehensive cat-
egorization models (*.wmodel files), encompassing the 
categorization dictionary, a custom stop word list, previously 
identified spelling corrections, and all preprocessing settings 
(stemming, lemmatization, tokenization, etc.) configured by 
the user and necessary to ensure reliable replication across 
datasets. These models are fully portable, reusable across 
projects, and preserve complete configuration integrity. 
Moreover, a software development kit (SDK) allows seam-
less integration of these models into third-party applications, 
enabling on-the-fly text processing and real-time analysis 
within data collection systems, thereby supporting embed-
ded analytics and operational deployment.

Exploratory Text Analysis Tools
Exploratory text analysis techniques offer powerful ways 
to uncover underlying structures and patterns within large 
text corpora. By automatically grouping related terms and 
concepts based on their distribution and co-occurrence, 
these methods help analysts detect emerging themes, 
identify semantically coherent clusters, and reveal relation-
ships that may not be immediately obvious through manual 
inspection. This data-driven insight provides empirical 
guidance for developing and refining taxonomies, 
ensuring that classification categories effectively cap-
ture the nuances present in the data.

WordStat includes several exploratory tools, 
including:

• Topic modeling

• Hierarchical clustering

• Multidimensional scaling

• Named entity recognition

• Correspondence analysis

• Crosstabulation

• Deviation tables
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These techniques allow users to uncover latent themes, 
visualize associations among terms and categories, and 
identify differences across sources or over time. They 
support the discovery of relevant concepts, help define 
taxonomy structures, and highlight gaps in existing 
dictionaries, bridging open-ended exploration and 
structured content analysis. 

One of WordStat’s standout features is its topic modeling 
module (see figure 3), which produces highly coherent, 
stable, and interpretable topics that outperform widely used 
methods like Latent Dirichlet Allocation (LDA) as well as 
recent word-based or sentence-based embedding-based 
approaches such as BERTopic. The model automatically 
incorporates relevant multi-word phrases alongside 
single words, enhancing both coherence and interpretability. 
It also suggests related phrases to expand topic coverage 
and flags those containing potential false positives, facilitating 
disambiguation and refinement. Topics are named automati-
cally using statistical criteria, with generative AI optionally 
improving these names and organizing topics hierar-
chically to create clearer thematic structures. These 
complete topic structures, including hierarchical 
organization, names, and phrases, can be converted into 
a content analysis dictionary with a single button click.

Figure 3. WordStat’s topic modeling interface showing 
coherent topics with automatic phrase suggestions, false 
positive detection, and integrated spell-checking capabilities. 

Complement to Ontology Tools
For researchers working with formal ontology development 
and graph databases, WordStat provides essential empirical 
validation capabilities that complement semantic modeling 
tools. While ontology editors excel at formal knowledge rep-
resentation using standards like OWL and SKOS, powering 
inference engines and ensuring interoperability across 
structured datasets, they typically lack the empirical text 
analysis tools needed to validate concepts against real-world 
language usage.

WordStat bridges this gap through corpus-based frequency 
analysis, KWIC contextual validation, and sophisticated disam-
biguation logic. The workflow is bidirectional: WordStat can 
serve as an empirical front-end for ontology development, 
supporting exploratory discovery, hypothesis generation, and 
iterative refinement before formalizing taxonomies. Converse-
ly, existing ontological structures can be imported as starting 
dictionaries for corpus-based validation and refinement.

While formal taxonomies provide essential conceptual frame-
works, they can be too abstract for precise recognition in 
complex real-world texts. WordStat enhances their practical 
applicability by grounding categories in empirical language 
usage and employing context-aware disambiguation. Results 
directly inform RDF schema design, SKOS development, and 
relationship modeling in graph databases.

Conclusion
By combining transparent, rule-based methods with 
advanced exploratory analytics, WordStat complements 
modern AI and NLP techniques, offering users a balanced 
approach to both theory-driven and data-driven text analysis. 
It offers a rich, transparent, and adaptable environment for 
developing content analysis dictionaries and taxonomies. 
Whether the goal is theory-driven measurement, cross- 
linguistic analysis, risk monitoring, or conceptual discovery, 
WordStat delivers the tools to move from unstructured text to 
structured insight, efficiently, rigorously, and with confidence. 




