
Effect of Paced and Unpaced Practice on 
Skill Application and Retention:

How Much Is Enough?

Normand Péladeau 
Provalis Research

Jacques Forget and Françoys Gagné
Université du Québec à Montréal

This study examined the relative benefits of mastery learning, overlearning,
and fluency-building instructions for academic performance and long-term
retention. College students enrolled in introductory quantitative methods
classes (n = 168) were asked to practice every week with a computerized flash-
card program until they attained various mastery criteria. The results con-
firmed that practicing until mastery improved individual exam scores, group
success rates, and long-term retention. Moreover, overlearning provided
additional benefits, especially in long-term retention. However, fluency-
building instructions did not further increase academic achievement or long-
term retention. Despite the alleged detrimental effects of drill and practice on
motivation, a positive relationship was found between amount of practice
and attitudes toward the course, the subject matter, and practice activities.
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Much research shows that the amount of time spent by students on aca-
demic tasks in the classroom correlates highly with academic achieve-

ment (Fischer, Berliner, Filby, Marlianve, Cahen, & Dishaw, 1980; Stallings,
1975). However, according to Stallings (1980), simply increasing time-on-task
does not guarantee improved learning or better academic performance; the
nature of the activities involved must also be taken into consideration. Using
a fine-grained analysis of classroom activities, Greenwood, Delquadri, and
Hall (1984) found that some activities contribute more than others to the
acquisition of the target skills and to the academic success of students. They
proposed, as an alternative to the traditional time-on-task notion, the con-
cept of “opportunity to respond,” which can be defined as the occurrence of
teacher-formulated instruction (e.g., questions asked, materials presented,
prompts) followed by appropriate academic responding (Greenwood et al.,
1984). They found that the frequency of opportunities to respond predicted

American Educational Research Journal
Fall 2003, Vol. 40, No. 3, pp. 769–801

 at MCGILL UNIVERSITY LIBRARIES on July 20, 2010http://aerj.aera.netDownloaded from 

http://aerj.aera.net


academic performance better than time-on-task measures. Thus any instruc-
tional antecedents and methods that increase the rate of correct academic
responses for most students constitute efficient means for increasing academic
achievement (Greenwood et al., 1984; Greenwood, Hart, Walker, & Risley,
1994). These findings confirm earlier observations made by Rosenshine and
Berliner (1978), namely, that the most effective teaching methods are 
characterized by a pattern of controlled practice, consisting of factual ques-
tions, student academic responding, and adult academic feedback. Heward
(1994) suggested that the frequency count of students’ responses to the cur-
riculum within a given instruction period may well be the most useful and
readily available measure to assess how active a teaching method is. It can
be argued that the capacity to produce a high “response frequency” precisely
explains the well-documented effectiveness of computer-assisted instruction
(Gillingham & Guthrie, 1987; Kulik & Kulik, 1987), Direct Instruction (Adams
& Engelmann, 1996; Stallings, 1975; White, 1988), peer-tutoring (Cohen,
Kulik, & Kulik, 1982; Delquadri, Greenwood, Stretton, & Hall, 1983), and
teaching techniques such as choral responding, flashcards, practice sheets,
and guided notes (Heward, 1994).

Although there is ample empirical evidence substantiating the relation-
ship between response opportunities and academic performance, much
remains to be discovered about which conditions best foster optimal learn-
ing performances. Many recurring questions concern the appropriate amount
of practice (Ebbinghaus, 1885/1964; Heward, 1994; Judd & Glaser, 1969;
Rosenshine & Berliner, 1978; Thorndike, 1921). How many times should stu-
dents practice a specific skill? When should we interrupt practice on a spe-
cific topic and move on to something else? How should we schedule practice
periods to optimize learning without submitting students to useless practice
that can produce negative attitudes toward such a repetitive task? The most
widely recognized criterion comes from the various instruction models
grouped under the “mastery learning” perspective, such as Bloom’s Learning
for Mastery (Block & Anderson, 1975; Bloom, 1976) and Keller’s Personalized
System of Instruction (Keller, 1968). In these models, the progression of stu-
dents through the learning units is contingent on attaining a mastery criterion,
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most often defined as an accuracy level of 80% to 90% correct responses. Stu-
dents who are unable to reach that level are provided with corrective activi-
ties, such as alternative reading or peer tutoring. They then take the test again,
repeating the sequence until the mastery criterion is attained. The effective-
ness of these methods, when compared with traditional teaching methods,
has been clearly demonstrated (Kulik, Kulik, & Bangert-Drowns, 1990; Kulik,
Kulik, & Cohen, 1979; Guskey & Gates, 1986; Slavin, 1987). At the same time,
some empirical evidence leaves open the question whether such a single
accuracy criterion suffices to define true mastery.

Overlearning Research

One such area of study is the overlearning effect. Research findings on over-
learning show that continuing practice after learners have attained a high-
accuracy criterion may improve retention (Driskell, Willis, & Cooper, 1992).
Many educational researchers have also stressed the importance of engaging
students in frequent revisions of mastered skills (Brophy & Good, 1986;
Hirsch, 1996; Rosenshine & Stevens, 1986; Vockell & Schwartz, 1988). Despite
a large body of data supporting the positive effect of overlearning on reten-
tion, and despite the wide acceptance of the value of overlearning in educa-
tion, research on this topic suffers from several methodological shortcomings
that justify some concerns about its practical value for education. Some
researchers have stressed the low ecological validity of many studies on mem-
ory (Bahrick, 1979; Neisser, 1983; Semb & Ellis, 1994). According to Bahrick,
memory research has contributed little to our understanding of the acquisi-
tion and retention of complex knowledge under ecologically realistic condi-
tions. Studies on overlearning raise similar objections. For example, most such
studies have been performed in laboratory settings or have involved trivial or
circumscribed learning tasks (e.g., lists of nonsense syllables, paired associ-
ates, spelling of short lists of words). Very few studies have been conducted
in classroom settings using meaningful academic content, and they have gen-
erally yielded inconclusive results. For example, Reynolds and Glaser (1964)
taught 75 high school students to recognize science terms by using various
levels of learning; no difference in retention was observed after 2 days or 
3 weeks. That study exemplifies another common shortcoming of studies on
overlearning: Most of them use very short retention periods. For example, in
the meta-analysis by Driskell et al. (1992), the median retention interval for
comparisons involving cognitive tasks was 2 days, and the longest was 
28 days. Both the lack of implementation in applied settings and the short
retention measures are especially troublesome if we consider the conclusion
by Driskell et al. that for cognitive tasks the increased retention due to over-
learning tends to dissipate after only 5 to 6 weeks, a time span few educators
would consider of any practical value. Although some correlational studies of
teacher behavior suggest that engaging students in overlearning produces
higher academic achievement (Brophy & Evertson, 1976; Brophy & Good,
1986) or that effective teaching methods often provide periodic reviews of
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learned material (Rosenshine & Stevens, 1986), these studies offer only indi-
rect proof for the effectiveness of overlearning in school settings. Further-
more, they do not permit quantification of the benefits gained from repeated
practice, nor do they offer any guidelines for the amount of overlearning
needed to ensure long-term retention.

Precision Teaching and Fluency Research

Practitioners and scholars associated with the Precision Teaching movement
(Binder, 1993) have also questioned the appropriateness of operationally
defining a mastery criterion solely in terms of accuracy and have tried to pro-
vide answers to the “how much practice is needed” question. According to
them, students who want to progress and become competent on a given com-
posite skill or knowledge task must achieve both accuracy and speed on its
components and prerequisites (Binder, 1993, 1996; Kubina & Morrison, 2000).
For this reason, Precision Teaching specialists propose that progress through
curriculum hierarchies should not be based on accuracy-only criteria but,
rather, on fluency criteria, fluency being defined as accuracy plus speed
(Binder, 1996). Several experimental and applied studies in this area confirm
that practicing beyond a traditional mastery criterion up to a high fluency level
significantly improves not only the students’ academic performance and reten-
tion (Ivarie, 1986; Olander, Collins, McArthur, Watts, & McDade, 1986) but also
their endurance, defined as the maintenance over time of highly accurate and
fast responses (Binder, 1996; Binder, Haughton, & Van Eyk, 1990). Moreover,
fluency facilitates the transfer of these newly acquired skills to applied settings
or to more complex skills (Bucklin, Dickinson, & Brethower, 2000; Evans &
Evans, 1985; Haughton, 1972; Johnson & Layng, 1992).

However, because (a) fluency training always involves practicing
beyond initial mastery, and (b) repeated practice is accompanied by a
decrease in response latency ( Judd & Glaser, 1969; Newell & Rosebloom,
1981), it becomes difficult to ascertain whether the observed benefits of flu-
ency training are caused by the achieved fluency level or simply by the
amount of additional practice needed to establish it. This situation has led
Dougherty and Johnson (1996) to suggest that fluency might not be distin-
guishable from overlearning or automaticity. However, Binder (1996) argues
that overlearning could be considered the procedural description of the phe-
nomenon, whereas fluency could be viewed as its measurable outcome. In
this respect, fluency could nevertheless be useful, both as a measure of the
degree of learning that occurs beyond a 100% accuracy level and as a crite-
rion to decide when practice should be stopped. Judd and Glaser (1969)
made a similar proposal in their studies of the effect of overlearning on
response latency. They argued that response latency could serve as an accu-
rate measure of learning progress and could thus be used for instructional
decision making, especially in situations where response accuracy was high.

The emphasis that Precision Teaching places on measuring performance
through response frequency and using high-paced prompting and fluency-
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coaching techniques to encourage students to engage in high-speed respond-
ing has led some researchers and teachers to make an even stronger claim
(Berquam, 1981; Brown, Dunne, & Cooper, 1996; Kelly, 1996; McCarty, 1999).
According to them, if one recognizes that response fluency accurately mea-
sures the degree of learning, it follows that (a) students can be specifically
instructed to increase that frequency beyond what could be obtained by sim-
ply engaging them in overlearning trials, and (b) such an enhanced fluency
provides benefits beyond the incidental fluency naturally ensuing from
repeated practice. This hypothesis implies that response frequency would not
be just an epiphenomenon of overlearning practice but could be controlled
by antecedent stimuli such as pacing instructions or incentives. There is no
doubt that such a demonstration would have great educational value: It would
represent, much like the well-known spacing effect (Dempster, 1988), a way
to obtain greater learning without additional practice. To our knowledge, no
study has investigated whether subjects can specifically learn to decrease their
response latency by any means other than repeated practice. There is, how-
ever, some empirical evidence suggesting that paced practice can provide
additional benefits over unpaced overlearning practice. For example, in an
experimental study of the performance of two groups of third graders on a
paired-associates task, Berquam concluded that fluency-trained students had
higher retention levels than students in an unpaced practice condition, even
though the latter group completed 60% more practice problems. Unfortu-
nately, the author did not report any accuracy measures, using only response
rates as indicators of retention. Also, although he found differences on three
of his four measures of retention, he failed to demonstrate any impact on the
most relevant one. Moreover, he did not adequately control for prior differ-
ences in performance. Shirley and Pennypacker (1994) used a single-case
experimental design to compare the effects of various fluency criteria on the
spelling performance of two eighth graders; they observed higher retention
rates from speeded practice for one student but not for the other. On a spelling
instruction task, Ormrod and Spivey (1990) measured retention after 3 weeks;
they found no statistically significant difference in accuracy between paced
and unpaced overlearning practices. Nevertheless, their data showed a differ-
ence of 0.36 standard deviation in favor of the paced practice group, suggest-
ing that statistical significance might have been achieved with a larger sample.

In addition to insufficient controls for amount of practice, many fluency
studies suffer from inadequate controls for initial differences in student abil-
ities. Most of these studies are correlational in nature. For instance, Binder
(1984, quoted in Binder, 1996) found that students who achieved higher
response rates showed smaller performance decrements when asked to main-
tain their performance level for long intervals. However, because shorter
response latency is a well-known characteristic of high-ability students
(McFarland, 1928, 1930; Spearman, 1914; Tinker, 1931; Wolf & Stroud, 1961),
it is not clear whether the benefits observed for students who achieved high
fluency levels result from the practice activity itself or from preexisting high
intellectual aptitudes.
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In summary, although many applied studies in educational settings have
confirmed the importance of attaining high accuracy levels, the importance
of engaging students in overlearning activities beyond that initial mastery
level remains to be demonstrated. Much also needs to be learned about how
fluency-building instructions in the form of paced practice affect the devel-
opment, maintenance, and application of academic knowledge and skills.
Finally, irrespective of any particular practice instruction, it is not clear
whether attaining high fluency produces any specific academic benefits.

Purpose of the Study

We designed the present study to investigate the relative benefits of mastery
learning and of paced and unpaced overlearning for academic performance
and long-term retention. We tried to circumvent limitations of previous
studies by (a) controlling for initial differences in cognitive abilities, (b) con-
trolling for the amount of practice, and (c) experimenting in natural academic
settings with meaningful academic content. We posed three main research
questions:

1. Does attaining mastery improve academic performance and retention?
2. Does overlearning lead to better academic performance and long-

term retention than terminating practice when initial mastery is
attained?

3. Does paced practice, that is, instructing students to increase their
correct-response rate per minute, provide any additional benefits
beyond what can be obtained by mere additional practice?

The study was also designed to evaluate students’ attitudes toward the
subject matter and toward computerized practice under the various practice
conditions. There is a prevailing belief among educators that repeated prac-
tice has negative effects on student attitudes and motivation (Bennett, Finn,
& Cribb, 1999). That belief is apparent in popular sayings such as “drill and
kill” and is maintained and disseminated by influential writers (e.g., Kohn,
1999). It was interesting to find that we could not unearth a single experi-
mental study demonstrating such a detrimental effect of drill and practice. In
fact, the few published studies on the topic report either a lack of effect on
attitudes (e.g., Davies, 1972) or positive effects on students’ motivation
(McDermott & Stegemann, 1987; Smith, 1980; Weitzman, 1964) and on their
attitudes toward the subject matter (Mevarech, Siber, & Fine, 1991; Vincent,
1977; Wittman, 1996) and the practice activity itself (Heath-Legg, 1992; Lan-
chantin, 1991). Moreover, Nathan and Baron (1995) report that students often
prefer drill-and-practice programs to other types of computer programs,
including games and simulations. In spite of the lack of documented support
for the “drill and kill” belief, we decided to assess the impact of repeated
practice on students’ attitudes toward both the course and the computer-
controlled practices. The presence of positive effects or the absence of neg-
ative ones would reinforce the social acceptability of teaching methods
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involving a large amount of practice. If any negative reactions were
observed, the design would allow some insight on the specific conditions
that had generated them.

Method

Participants

A total of 190 college students who were enrolled in an introductory quanti-
tative methods course constituted the initial pool of participants. They were
distributed among eight classes and four instructors from two colleges in the
greater Montreal area. A vast majority of the students were in their 1st year of
college education, which corresponds in Quebec to a 12th year of education.
Twenty-two students abandoned the course before the end of the semester and
were excluded from the study. Within each class, the remaining students were
matched in terms of abilities (see explanation later) and then randomly assigned
to three experimental conditions: (a) mastery learning only, (b) accuracy-
oriented overlearning, and (c) fluency-oriented overlearning.

Teaching Materials and Practice Instructions

Four distinct—but largely overlapping—item banks, one for each instructor,
were developed and grouped into nine different practice units; they varied
in size between 497 and 529 items. They were adapted to the lesson
sequence and vocabulary of the two textbooks used (Amyotte, 1998; Grenon
& Viau, 1999), as well as to the specific topics covered by each instructor.
Items on specific topics not covered by an instructor were removed from the
item bank of that instructor’s students. The items were designed to provide
practice for various types of skills, including declarative, procedural, and
conditional knowledge (Anderson, 1983). We used task analysis techniques
to break down complex problem-solving skills into smaller steps and pre-
requisite skills; we then designed the questions to be used to practice each
of those components separately or in small sequences of a few steps each
(Engelmann & Carnine, 1982). The practice activities were controlled by the
PracticeMill computerized flashcard software (Péladeau, 2000). The software
was installed on the colleges’ computer network and was accessible 7 days
a week from numerous computer rooms. The computer program collected
data on each student, including date, time, and duration of practice, total
score obtained on each practice unit, and answers and response time for
each item. The practice software also controlled students’ access to practice
files and provided them with different practice instructions based on their
experimental condition.

The instructors were asked to include the computerized weekly practices
in their course activities and were invited to give students a minimum of 
15 points (out of 100) for attending those practice sessions and attaining the
weekly practice criterion. The number of points they chose to give ranged from
5 to 20. They were free to choose whether to schedule the practice periods
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during or outside class hours. All of the teachers adopted a mixed solution,
scheduling some practice time during class hours but asking students to do
most of their practice on their own. As soon as an instructor had completed
a given topic, the related practice unit became available. Students were ini-
tially instructed to practice each available unit at least once weekly until they
reached an accuracy criterion of 85% on it or until they made five consecu-
tive unsuccessful attempts.

Experimental Conditions

After the first 2 weeks of computer practice, students in each class were
ranked according to their prior ability level and initial performance on the first
two practice units. The high school GPA (grade point average) score used by
Quebec colleges for student selection became our measure of prior ability.
Computed from the scores obtained by students during their last 2 years of
high school, it was found to be a very good predictor of college academic
performance, with correlations between .65 and .67 (Terrill & Ducharme,
1994). A scholastic aptitude test was administered to 34 students whose GPA
scores were not available (Otis, 1962). Scores on that particular academic apti-
tude test have also been found highly predictive of high school performance,
with correlations ranging from .50 to .57 (Gagné & St Père, 2002; Otis, 1962).
Within each class, trios of matched-ability students were created and ran-
domly assigned to one of the following experimental conditions:

1. Mastery Group. Students in the mastery condition had to practice a
specific unit until they reached a stable level of 85%. This level was
attained when the last performance in a specific week was above
85% and was followed the next week either by an initial perfor-
mance at least as good or by an average of at least 85% on the first
two trials. When the student reached that criterion for a given prac-
tice unit, it was automatically removed from his or her weekly prac-
tice load and made unavailable for the remainder of the semester.

2. Overlearning Group With Accuracy Instructions. After attaining the
same mastery criterion as the first group, members of this first over-
learning group were instructed to continue practicing the mastered
unit twice a week for up to 5 weeks, focusing on the maintenance
or further increase of their accuracy levels. We call this group the
“high-accuracy group.”

3. Overlearning Group With Fluency Instructions. After reaching the
initial mastery criterion, students in the second overlearning group
had to continue practicing each mastered unit twice a week for 
5 consecutive weeks. The number of practice sessions and items
was controlled to ensure that the students received the same amount
of practice as those in the high-accuracy group. But, unlike the high-
accuracy group, these students were asked to focus on increasing
their correct response rate. At the beginning of a weekly practice on
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mastered units, they were given their highest frequency score,
expressed in number of correct responses per minute, and were
instructed to increase that response rate. Their performance on each
practice unit was expressed in the same response-rate measure. We
call this group the “fluency group.”

All of the students were informed that a study was being conducted on
the effect of computerized practice and that various practice conditions were
being tested. They were not told about the specific nature of the variations
or the existence of various experimental groups within each class. Students
could withdraw from the research at any time; but because computerized
practice was an integral part of the course, they were to continue fulfilling
the weekly practice requirements set by their instructor. Every week, the stu-
dents received a list of practice units, each with its performance criterion for
that week. They were not told in advance what performance level would
bring a given unit to be judged mastered and thus removed from their prac-
tice load. The instructors were informed of the three experimental conditions
and of the fact that those conditions would produce individual discrepancies
in amount of practice. However, they were not told which students belonged
to each experimental condition.

Special Comparison Group

Of the 168 students who completed the course, only 54% (n = 90) prac-
ticed enough to reach the minimal mastery criterion needed to be included
in one of the three experimental groups. At the end of the experiment, we
decided to create a special comparison group with these noncomplying
students. Major differences in the practice contingencies and classroom
management behavior of the four instructors accounted in large part for
the high percentage of nonparticipation. Indeed, the percentage of stu-
dents who practiced enough to reach the initial mastery criterion ranged
from 33% for the most permissive instructor to 85% for the instructor who
awarded the highest number of points and maintained the most constant
pressure to participate. We also found a moderate relationship between the
prior ability level of the students and their amount of practice. The ability
level of the nonparticipating students was 0.78 standard deviation below
that of the students who remained in their experimental group, with 95%
CI (confidence interval), CI95 = (0.46, 1.12). There was also a clear inter-
action between the students’ aptitudes and the instructors’ practice contin-
gencies. High-ability students generally participated regardless of the
practice contingencies, whereas lower-ability students were much less
prone to participate when there was less incentive or pressure to do so.
Attrition and failure to practice enough were not related to the various
treatment conditions.

Despite a clear self-selection bias that made students in the compari-
son group nonequivalent, we decided to supplement the study with the
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quasi-experimental data gathered from this group and to try to control, both
statistically and experimentally, for the observed initial differences in ability
level. Also, because most students in the comparison group profited from
some practice and from the potential benefit of continuous assessment of
their performance, they cannot be considered equivalent to a nontreatment
condition. Yet the inclusion of such a group allowed us to measure the addi-
tional benefit of achieving mastery, as well as to shed some light on the fac-
tors that affect student participation.

Dependent Measures

The dependent variables were measured on two separate occasions. The aca-
demic performance of all students was assessed during the course and at its
end; long-term retention and attitudes toward the course, the subject matter,
and computerized practice were measured on a subsample of students about
6 months after the end of the course.

Academic Performance

The impact of various practice conditions on knowledge application was
assessed by comparing the performance of the students on their respective
within-semester and final exams. The exams, prepared independently by
each instructor, consisted mostly of application problems; the students were
asked to perform various complex tasks on sample datasets, such as con-
structing a frequency table, using graphics to illustrate a distribution, com-
puting chi-square values, and performing and interpreting hypothesis tests.
When questions from the computerized practice units were used in an exam,
those items were excluded from the computation of the exam score.

Retention

To assess whether the three experimental conditions could produce differ-
ences in long-term retention of practiced skills, we administered a retention
test to a subsample of 83 students. The test consisted of 44 questions cov-
ering topics introduced in the first half of the course. We restricted the reten-
tion test to those topics because they were the ones on which there were
clear differences in practice conditions between the mastery group and the
two overlearning conditions. We excluded topics for which most students
had not had enough time either to reach the mastery level or to engage in
sufficient overlearning trials. Twenty-six of the 44 questions were taken
directly from the pool of questions that the students had practiced; 18 new
questions were written, similar in format but involving different examples
or values. By including these two types of questions we could verify
whether any observed differences could be attributed to a simple recall of
responses to specific questions or to successful transfer to new examples.
This retention test was given 5 to 6 months after the students had ceased
practicing the topics covered.
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Attitudes

A short, custom-made attitude questionnaire was administered to the 83 stu-
dents who participated in the retention test. It consisted of seven items
wherein students were asked to respond on a 5-point Likert scale ranging
from “strongly disagree” to “strongly agree.” The questions covered attitudes
toward the course and the teaching (three items), statistics as a subject mat-
ter (two items), and the computerized practice itself (two items). An open-
ended question allowed the students to express in writing their opinion on
any topic related to the course, the computerized practice, or the experiment.

Retention Test Procedure

All of the students in the three experimental groups were contacted by tele-
phone and asked to participate in a study on the teaching effectiveness of
quantitative methods. No reference was made to the previous study. The stu-
dents were scheduled to take part at a specific time and location at their col-
lege and were offered $20 each for their participation. Of the 89 students we
were able to reach by telephone, only 5 refused to participate. Twenty stu-
dents from the special comparison group were also invited to participate in
the retention posttest. The following criteria were used to select students
from this group: (a) those with the highest ability level, (b) those who had
successfully completed the course, and (c) those who were enrolled in the
classes of the two instructors with the lowest participation rates. Selecting
only the best students in the non-mastery group considerably reduced the
difference in initial ability level between them and those in the three exper-
imental conditions. Also, because the majority of the students who had failed
the course were required to take it again the following semester, we had to
eliminate currently enrolled students. The decision to restrict the selection of
non-mastery students to the four classes with the lowest participation rates
was made to ensure that the sample would include students most likely to
have participated if they had been provided with stronger incentives.

The experimenter or his research assistant administered the retention test
and attitude survey. Students were asked to sign a consent form describing
the purpose of the follow-up study. The attitude survey was administered, fol-
lowed by the paper-and-pencil retention test. The students were told that the
purpose of that test was to assess their retention of the material that they had
learned during the course. It was emphasized that this test was not intended
to evaluate them but to compare the effectiveness of different practice con-
ditions that had been experimented with during the previous semester. They
were told that they had 20 minutes to complete the questionnaire but that
they should have plenty of time to answer all questions.

Results

This section contains three parts. First, we will discuss technical problems
associated with the analysis of the data that we collected. Next, we will look
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at various indexes of treatment implementation. Finally, we will present the
results themselves, organized according to the type of dependent variable
and the particular hypothesis tested.

Data Analysis Problems

Planning the data analysis meant facing two major methodological decisions:
(a) how to treat the first dependent variable, and (b) which statistical approach
to use.

The First Dependent Variable: Measurement of Academic Achievement

To increase ecological validity, we decided to assess the academic impact of
the three experimental conditions by using the teachers’ own exams rather
than a single test specifically designed for the study. Ideally, we hoped to
use final exams prepared by each instructor and covering topics from the
whole semester. Unfortunately, only one of the instructors used cumulative
“final” exams; the others gave exams that covered only the topics taught
since the preceding exam. So we decided instead to use the 12 exams (3 per
instructor) that were administered over the whole semester at intervals of
about 5 weeks. That decision created new problems. First, the fact that we
could not assume equal difficulty and content coverage among instructors
prevented our creating a semester average for each student and using it for
treatment comparisons. Second, even had that been possible, large class dif-
ferences in participation rates prevented the aggregation of student scores
into treatment means because we would then have confounded treatment
effects with implementation effects—namely, the impact of instructors on
student participation through their differential encouragement and re-
inforcement of computerized practice. For these reasons, we decided to ana-
lyze the differences in exam scores for each instructor separately and then
summarize the overall effect with meta-analytic techniques (Schmidt &
Hunter, 1990). This strategy had the additional benefit of providing infor-
mation about the generalizability of the different practice conditions, by
allowing a direct assessment of the stability of results across instructors.

Another problem emerged when we examined the exam scores more
closely. The practice database revealed that it took typically 2 to 4 weeks for
the students to master specific units and an additional 2 to 4 weeks for us to
observe clear differences between the mastery-only condition and the two
overlearning conditions. Thus the lack of cumulative exams reduced the
chances that overlearning effects would reveal themselves, because each
exam was administered about 5 weeks after teaching began on a given set
of topics. To minimize that problem, we adopted a different strategy for each
exam. In the case of the eight control exams within the semester, we
included in each treatment group only the students who had achieved mas-
tery for at least half of the units taught during the first half of the course. In
the case of the three noncumulative final exams, we included only the stu-
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dents who had mastered at least half of the units introduced in the second
half of the course. Finally, the single cumulative exam made it possible to
include all of the students in the different experimental conditions.

Statistical Approach: Confidence Intervals Versus Significance Testing

We assessed the impact of the various experimental conditions on academic
performance, retention, and attitudes through bivariate regression analyses.
When statistical control for initial differences was required, we conducted
hierarchical multiple regression analyses or partial correlation analyses. We
transformed the resulting correlation coefficients into Cohen’s d measures of
effect size (Cohen, 1988) and reported the effect sizes along with a 95% con-
fidence interval. Several researchers have criticized significance testing; they
propose that effect size measures be reported either in addition to or in place
of those tests (Cohen, 1994; Morrison & Henkel, 1970; Oakes, 1986; Schmidt,
1996). These repeated criticisms have led to changes in the fifth edition of
the Publication Manual of the American Psychological Association (Ameri-
can Psychological Association, 2001) concerning data analysis and presen-
tation. The manual notes that, “because confidence intervals combine
information on location and precision and can often be directly used to infer
significance levels, they are, in general, the best reporting strategy. The use
of confidence intervals is therefore strongly recommended” (p. 22). In con-
formity with that trend, with similar recommended changes in the editorial
policy of the American Educational Research Association (Thompson, 1996),
and with the statistical practices of educational researchers (Keselman,
Huberty, Lix, Olejnik, Cribbie, Donahue, et al., 1998), we have chosen to pre-
sent and interpret effect sizes and confidence intervals.1 We will use as our
interpretative guidelines Cohen’s definitions of small, medium, and large
effect sizes, which correspond to differences of at least 0.2, 0.5, and 0.8 stan-
dard deviation, respectively. For purposes of comparison, Lipsey and Wilson
(1993) examined 181 meta-analyses on various educational questions and
reported a median effect size of 0.39. Hattie, Briggs, and Purdie’s (1996) syn-
thesis of 304 meta-analyses on educational interventions yielded an effect
size of 0.40.

Implementation Measures

Table 1 presents descriptive measures for variables designed to assess (a) the
initial equivalence of the three experimental samples and the comparison
group, and (b) the integrity of the implementation.

Group Equivalence

Mean ages of students in the various experimental conditions were very sim-
ilar, ranging between 17.4 and 17.6 years. Their sex appears related to par-
ticipation level. Female students represent 59% of the total sample, but their
percentage rises to 68% or 70% in the experimental groups and falls to 45%
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in the non-mastery condition, d = 0.44, CI95 = (0.13, 0.77). However, no
noticeable sex differences appeared between the three experimental groups.
The potential impact of these sex differences on comparisons involving the
non-mastery condition with any of the three experimental conditions was
assessed and found negligible. Sex differences never accounted for more
than 0.2% of the total variance of any of our dependent variables. As men-
tioned previously, the data in Table 1 show substantial differences in prior
academic ability between students who did not participate (non-mastery
group) and those who did. The differences are found on the measures of
both high school GPA, d = 0.87, CI95 = (0.54, 1.22), and initial performance
on each practice unit, d = 0.54, CI95 = (0.19, 0.90). When relevant, the analy-
ses that follow will statistically control for these important differences. The
three experimental groups were similar in terms of prior academic ability.
However, the initial performance level of the mastery group students was
slightly superior to that of students in the two overlearning conditions, d = 0.35,
CI95 = (−0.11, 0.84).

Treatment Implementation

The number of practice sessions represents the most tangible measure of
treatment implementation. Table 1 shows that the two overlearning groups
ended up with about twice as much practice as the students in the mastery
condition and three times as much as the students who did not reach the
mastery criterion. The present study also aimed at establishing differences
in response behavior between the two overlearning conditions, with the
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Table 1
Comparison of Experimental Groups on Demographic Variables, 

Prior Academic Achievement, and Treatment Implementation

Non-mastery Mastery High accuracy Fluency

Indicator M (SD) M (SD) M (SD) M (SD)

Initial differences
Age 17.6 (0.9) 17.5 (1.8) 17.5 (1.4) 17.4 (0.9)
Sex (% of females) 45.2 (0.53) 67.7 (0.48) 67.9 (0.48) 70.0 (0.47)
High school 

GPA score 78.0 (9.9) 86.5 (10.7) 88.8 (12.5) 87.3 (12.6)
Initial accuracy (%) 67.0 (12.1) 74.9 (7.5) 72.3 (9.8) 70.9 (9.9)

Treatment 
implementation
Number of trials 33.0 (44.9) 53.8 (27.2) 100.5 (42.9) 91.5 (31.1)
Total acceleration 2.1 (1.2) 2.3 (0.8) 3.4 (1.0) 4.0 (1.2)
Final accuracy (%) 77.5 (11.1) 89.0 (2.0) 91.1 (4.7) 87.8 (6.1)

Sample size n = 78 n = 31 n = 29 n = 30
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fluency group showing a faster response rate and the accuracy group show-
ing a higher percentage of accurate responses. The data confirm this hypoth-
esis. The students in the fluency group were able to multiply their initial
correct response speed by a factor of 4.0, whereas those in the high-accu-
racy condition multiplied their initial rate by a factor of 3.4, d = 0.58, CI95 =
(−0.02, 1.21), despite a slightly higher number of trials. The latter group also
achieved moderately more accurate performances than the fluency group
(91.1% as opposed to 87.8%), d = 0.61, CI95 = (0.02, 1.24).

The large group differences on the final accuracy measure with respect
to within-group variability (SD) may also reflect differences in implementa-
tion conditions. The data in Table 1 show a standard deviation more than twice
as large for the high-accuracy group as for the mastery group, and more than
three times as large as for the fluency group. These differences are consistent
with the fact that the accuracy level was used as the termination criterion for
the mastery group, creating a floor effect in the distribution of that variable.
On the other hand, the two overlearning groups kept practicing for weeks,
with performances that sometimes fell well below the 85% mastery criterion,
thus accounting for greater variability. The slightly larger variance that was
observed in the fluency condition, when compared with the other over-
learning group, is also consistent with the experimental instructions. Our
examination of the performance profiles of individual students in the fluency
group revealed that the instruction to focus on response rate was often fol-
lowed by a decrease in accuracy; it appeared that the students were trying
hard to respond more quickly, often at the cost of accuracy.

Treatment Effects

This section presents the results on the impact of the various practice con-
ditions; it is structured according to the three dependent variables: short-term
academic performance (labeled academic achievement), long-term retention
(labeled retention), and attitudes toward the learning environment (labeled
attitude).

Academic Achievement

One of the main goals of any teaching activity is to help students to better
understand the subject matter and ultimately to succeed. The first research
question addressed the positive impact of building mastery. By far, the most
impressive difference observed between the non-mastery condition and the
other three groups was directly related to group failure rate. The introduc-
tory course in quantitative methods had one of the highest failure rates of all
the compulsory core courses in the social sciences college program (Com-
mission d’évaluation de l’enseignement collégial, 1995). Usually, more than
one third of the students who completed the course failed to reach the min-
imum passing grade. Our results were comparatively much more satisfac-
tory, with a global failure rate of only 20% (33/168). Moreover, with only one
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exception, all of those who failed belonged to the non-mastery group, rais-
ing that group’s failure rate to 41% (32/78). This huge difference still holds
when we take into account the prior academic abilities of the students, d =
0.87, CI95 = (0.55, 1.22). Based on the relationship between GPA and achieve-
ment within the non-mastery group, we estimated that the failure rate in the
three experimental groups should have been 27%. The fact that it was close
to zero speaks eloquently for the value of mastery learning. This finding is
consistent not only between groups but also between classes. There was a
direct relationship between the participation rate induced by the various
instructors and the failure rates observed in their classes. The instructor
whose students participated least (33%) had the highest failure rate (35% of
those who completed the course); the one with the highest level of partici-
pation (85%) obtained the lowest failure rate (2%). A regression analysis
between the failure rate observed in the eight classes and their participation
rate confirms this strong relationship, r = −.91, CI95 = (−.98, −.55).

These results leave room for an alternative explanation. Recall that up to
20 points could be obtained simply by practicing. Now, the most successful
instructors—those with the lowest failure rates—were also the ones who had
given the highest number of points for practice. It makes sense that the
absolute number of points attributed could have made the difference between
success and failure for more students of the “generous” instructors, thus
explaining the observed class discrepancies in failure rate. To rule out this
alternative explanation, we need to demonstrate that the computer-controlled
practice also improved the students’ performance on other course activities,
especially on the various exams administered by the instructors. As men-
tioned earlier, effect sizes on exam scores were computed separately for all
12 exams and then aggregated into an overall effect size using meta-analytic
statistical procedures (Schmidt & Hunter, 1990). Table 2 presents these aggre-
gated effect size values. Moreover, for all comparisons involving the non-
experimental group, effect sizes were computed both on the original scores
and on scores statistically adjusted for differences in prior academic ability.
The unadjusted differences between the non-mastery group and the three
experimental groups confirmed that practicing up to mastery or beyond
increased exam scores by a margin of 0.56 to 0.83 standard deviation above
the performance of students who did not reach the mastery criterion. The
adjusted effect sizes suggest that part of this difference may be attributed to
the observed initial ability discrepancies; however, practice still produces a
modest positive impact, with aggregated effect sizes ranging between 0.16
and 0.43. To interpret these results correctly, readers must understand the dif-
ficulty in assessing the respective contributions of (a) the experimental con-
ditions, and (b) student academic aptitudes; the difficulty ensues mainly from
the moderate correlation between level of participation and these abilities.
The percentage of explained variance attributed to the treatment drops from
22.8% to 7.3% when we control for prior academic abilities. Alone, that vari-
able explains 31.7% of the observed variance on exam scores. However,
because students with poor academic aptitude were also less likely to partic-
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ipate, it is reasonable to assume that an unspecified amount of the common
variance assigned to this controlling variable could be attributed to differences
in level of practice. In other words, although effect sizes computed without
controlling for prior academic abilities clearly overestimate the real benefit of
the practice conditions, their statistical control yields effects sizes that under-
estimate the impact of practice. The two values thus represent upper and
lower limits between which the real effect sizes probably lie.

The separate analysis of the exam scores for each class of each instructor
offers the additional advantage of establishing the consistency of the observed
differences and, consequently, the generalizability of the conclusions based on
aggregate measures. The academic benefit of reaching mastery performance
(with or without overlearning) emerged in a large majority of the exams. In
fact, only 3 of the 36 effect sizes (e.g., 4 instructors × 3 exams × 3 comparisons)
that were computed with unadjusted scores between the non-mastery condi-
tion and the three other experimental conditions were in the opposite direc-
tion. The ratio increased to 6/36 when we used adjusted scores.

The second research question was whether overlearning provides any
additional benefit. The fact that only one student failed in all three experi-
mental groups keeps us from using that performance indicator. However,
comparisons of exam scores between those who merely reached the mas-
tery criterion and those who engaged in overlearning show that the latter
performed slightly-to-moderately better, with their scores exceeding those of
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Table 2
Differences Between Experimental Conditions on Pooled Periodic
Exams and Final Exams, in SD Units (95% Confidence Intervals)

Academic performance Non-mastery Mastery High accuracy

Mastery
Unadjusted effect size 0.56 (0.34, 0.78)

p = .000
Adjusted effect size 0.31 (0.09, 0.53)

p = .006
High accuracy
Unadjusted effect size 0.83 (0.50, 1.09) 0.57 (0.25, 0.91)

p = .000 p = .000
Adjusted effect size 0.43 (0.19, 0.67)

p = .000
Fluency
Unadjusted effect size 0.57 (0.33, 0.83) 0.42 (0.05, 0.76) −0.03 (−0.49, 0.39)

p = .000 p = .025 p = .878
Adjusted effect size 0.16 (−0.08, 0.40)

p = .201

Note. Effect sizes in this table result from a meta-analytic synthesis of effect sizes computed
on twelve control exams. Confidence intervals are given in parentheses.
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the mastery group by 0.42 to 0.57 standard deviation (see Table 2). This
effect was highly consistent across instructors and exams. Students in both
overlearning conditions outperformed mastery group students on 21 of the
24 comparisons. Concerning the third research question, namely, expected
differences between the two overlearning conditions, our results indicate that
fluency instructions did not increase academic achievement beyond standard
overlearning practices: Both groups obtained almost identical scores, d = −0.03.
This finding is also reflected in an instability of observed effect sizes com-
puted on separate exams; we observed an equal proportion of negative and
positive effect sizes, confirming the absence of any systematic difference
between these two conditions.

Two final observations need to be made about the exam results. If we
exclude comparisons between the two overlearning conditions, 7 of the 
9 negative results observed among the remaining 60 comparisons came from
a single instructor. It is also worth noting that the only cumulative final exam
produced the most important beneficial effects. Not only did the mastery
group surpass the non-mastery group [adjusted standardized difference =
0.51, CI95 = (−0.40, 1.52)], but also the performance of the two overlearning
groups exceeded that of the mastery group by no less than an additional 1.15
standard deviation, CI95 = (−0.04, 2.59). However, these two effect sizes come
from very small samples (n = 23 and n = 18); because of their limited relia-
bility, the estimations should be considered tentative.

Retention

For the retention posttest, the selection of the best students from the non-
mastery group (see “Method” section) reduced the large comparative weakness
of the latter group in terms of prior academic ability and initial performance on
computer-controlled practice. In comparison with the students in the three
experimental conditions who also participated in this retention test, this
selected group had only slightly lower GPA scores (85.9 as opposed to 89.1),
d = 0.24, CI95 = (−0.20, 0.69), and almost identical initial comprehension
scores (70.6% as opposed to 72.9%), d = 0.11, CI95 = (−0.33, 0.55). Because
statistical control for the remaining differences had no noticeable impact on
the main observations, we used unadjusted effect sizes. Table 3 presents
descriptive statistics for the total score on the retention test, as well as for
recall and transfer items separately. Bivariate comparisons between various
subgroups on these measures appear in Table 4. With respect to the first
hypothesis on the effect of attaining mastery, the performance gap shown
in Table 3 between the non-mastery and mastery groups illustrates the impor-
tant benefit of reaching mastery. The mean total retention score of students
in the first group was 55.7% as opposed to 65.3% in the mastery group, 
d = 0.77, CI95 = (0.13, 1.46).

Concerning the second hypothesis, about the added benefits of over-
learning, students in both overlearning conditions performed much better
than those in the mastery group. The two overlearning groups obtained
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almost identical retention scores of 75.2% and 75.0%, yielding effect sizes
of 0.84 and 0.82, respectively. The cumulative benefits of reaching mastery
and engaging in overlearning trials (see Table 4) is expressed by very large
differences between the non-mastery group and both the high-accuracy
group (d = 1.95) and the fluency group (d = 1.88). The retention data did
not support the third hypothesis: Whether students who engaged in over-
learning were instructed to maintain and further increase their accuracy or
to focus on improving their response rate did not influence long-term reten-
tion. Indeed, as shown above, both groups obtained similar high retention
scores (d = −0.02). Another substantial difference is worth noting: Not only
did the students in the two overlearning conditions achieve much better
scores, but they also did so in less time than the other two groups. They
answered all 44 questions in an average of 10.7 minutes, as compared with
12.8 minutes for the other two groups, d = −0.74, CI95 = (−1.22, −0.29),
which suggests that students in both overlearning conditions attained higher
proficiency.

To assess the specific contribution of prior academic achievement and
of the various practice conditions on retention, we performed a covariance
analysis. Prior academic abilities, which we entered first in the statistical
model, accounted for 18.3% of the total variance of retention scores. The
experimental conditions explained an additional 28.4% for a total of 46.7%
for these two variables alone. It is important to stress that by using prior aca-
demic abilities to select students for the non-mastery condition we somewhat
reduced the variability of this measure and, consequently, its ability to pre-
dict retention. However, that selection reduced the common variance
between the two predictors and made it possible to better estimate the spe-
cific contribution of the experimental conditions on retention.
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Table 3
Scores Obtained on Retention Test and 

Attitude Test for All Experimental Conditions

Follow-up
measure M (SD) M (SD) M (SD) M (SD)

Retention
Total score 55.7% (11.3) 65.3% (13.9) 75.2% (9.1) 75.0% (9.8)
Recall 55.6% (11.2) 66.1% (16.1) 73.3% (10.4) 75.3% (12.3)
Transfer 55.8% (15.8) 64.1% (14.1) 78.7% (9.8) 74.7% (9.5)

Attitude
Global 3.18 (0.49) 3.44 (0.51) 3.55 (0.51) 3.55 (0.61)
Course 2.90 (0.70) 3.17 (0.74) 3.19 (0.76) 3.24 (0.82)
Statistics 3.40 (0.94) 3.57 (0.79) 3.82 (1.15) 3.48 (1.05)
Practice 3.37 (0.83) 3.72 (0.86) 3.82 (0.61) 4.10 (0.62)

Sample size n = 20 n = 23 n = 19 n = 21

Non-mastery Mastery High accuracy Fluency
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Table 4
Differences Between Experimental Conditions on Retention 

Test and on Attitude Test, in SD Units (95% Confidence Intervals)

Follow-up measure Non-mastery Mastery High accuracy

Retention test
Mastery
Total score 0.77 (0.13, 1.46)

p = .019
Recall 0.76 (0.12, 1.45)

p = .019
Transfer 0.57 (−0.06, 1.24)

p = .076
High accuracy
Total score 1.95 (1.11, 2.94) 0.84 (0.19, 1.56)

p = .000 p = .011
Recall 1.68 (0.89, 2.60) 0.53 (−0.10, 1.20)

p = .000 p = .100
Transfer 1.63 (0.89, 2.59) 1.11 (0.43, 1.88)

p = .000 p = .001
Fluency
Total score 1.88 (1.07, 2.82) 0.82 (0.19, 1.52) −0.02 (−0.67, 0.63)

p = .000 p = .011 p = .951
Recall 1.72 (0.94, 2.62) 0.65 (0.03, 1.32) 0.18 (−0.46, 0.84)

p = .000 p = .040 p = .584
Transfer 1.49 (0.75, 2.35) 0.89 (0.25, 1.60) −0.34 (−1.00, 0.31)

p = .000 p = .006 p = .308
Attitude testa

Mastery
Global attitude 0.71 (0.07, 1.39)

p = .028
Course 0.75 (0.11, 1.44)

p = .024
Statistics 0.43 (−0.19, 1.08)

p = .187
Practice 0.09 (−0.53, 0.71)

p = .786
High accuracy
Global attitude 0.96 (0.27, 1.72) 0.20 (−0.43, 0.84)

p = .006 p = .548
Course 0.63 (−0.04, 1.34) −0.01 (−0.65, 0.62)

p = .014 p = .964
Statistics 0.40 (−0.26, 1.08) 0.26 (−0.36, 0.91)

p = .246 p = .422
Practice 0.44 (−0.21, 1.13) 0.13 (−0.50, 0.77)

p = .197 p = .685

(continued)
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Attitude

Descriptive statistics for the overall attitude score and the three subscales
(attitudes toward the course, statistics, and computerized practices) are pre-
sented in Table 3. It is noteworthy that the most positive means belong to
items related to computerized practice. The combined attitude score on this
subscale was 3.8, as compared with an average score of 3.6 for attitudes
toward statistics and 3.1 for attitudes toward the course. Eighty-six percent
of the students felt that computerized practice helped them to better under-
stand the subject matter. Comparisons among students from different classes
yielded important differences, especially with regard to attitudes toward the
course and toward practice. Students in the classes of instructors who had
induced higher participation rates showed more positive attitudes toward
this activity, r = .32, CI95 = (.12, .50). The bottom half of Table 4 shows com-
parison results on those measures statistically adjusted for the observed dif-
ferences between instructors in terms of student satisfaction expressed. The
data reveal that participating students showed more positive attitudes than
nonparticipating students. These differences in attitude are especially large
and consistent in the case of the global score, d = 0.66, and the course sub-
scale, d = 0.96. The non-mastery and mastery groups did not differ substan-
tially in their attitudes toward computer-controlled practice, but students in
both overlearning conditions showed slightly to moderately more positive
attitudes toward the practice activity. It is interesting that students who were
instructed to focus on increasing their response rate expressed more posi-
tive attitudes toward practice than did both the students who stopped at ini-
tial mastery, d = 0.53, CI95 = (−0.09, 1.18), and those in the high-accuracy
overlearning condition, d = 0.47, CI95 = (−0.18, 1.15). In short, contrary to what
one would expect on the basis of popular beliefs, we were unable to docu-
ment any detrimental motivational effect of engaging students in overlearning
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Fluency
Global attitude 0.66 (0.01, 1.36) 0.20 (−0.42, 0.82) 0.02 (−0.63, 0.67)

p = .051 p = .539 p = .959
Course 0.71 (0.06, 1.42) 0.09 (−0.53, 0.70) 0.11 (−0.54, 0.76)

p = .036 p = .787 p = .749
Statistics 0.12 (−0.52, 0.76) −0.10 (−0.71, 0.52) −0.32 (−0.99, 0.32)

p = .720 p = .765 p = .337
Practice 0.52 (−0.13, 1.19) 0.53 (−0.09, 1.18) 0.47 (−0.18, 1.15)

p = .126 p = .104 p = .170

Note. Confidence intervals are given in parentheses.
aComparisons on the attitude test were performed on scores adjusted for observed differences
between instructors.

Table 4 (Continued)
Differences Between Experimental Conditions on Retention 

Test and on Attitude Test, in SD Units (95% Confidence Intervals)

Follow-up measure Non-mastery Mastery High accuracy
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trials beyond initial mastery. All differences between the high-accuracy group
and the mastery group were negligible, ranging from −0.01 to 0.26 standard
deviation, most of them in favor of the overlearning condition. The only
potential indication of a negative impact was found for the fluency group
students, who showed slightly more negative attitudes toward statistics than
did the students in the high-accuracy overlearning condition, d = −0.34, CI95

= (−0.99, 0.31). However, their attitudes toward the subject matter did not
differ from those of students in the mastery and non-mastery conditions.

Discussion

The main purpose of this study was to examine the impact of various
amounts of practice and various practice conditions on academic perfor-
mance and long-term retention. More specifically, we tried to verify whether
fluency-building practices would provide additional benefits in comparison
with the standard overlearning exercises in which students typically are
asked to maintain their accuracy level.

Summary of Findings

Comparisons between students who did and did not reach the mastery cri-
terion lead us to conclude that practicing until mastery does provide a sub-
stantial benefit, whether we look at exam scores, course failure rate, or
long-term retention. In this respect, our results support previous findings,
which show that practicing until mastery has a positive impact on academic
achievement (Block & Burns, 1976; Guskey & Gates, 1986; Kulik, Kulik, &
Bangert-Drowns, 1990; Kulik, Kulik, & Cohen, 1979; Slavin, 1987) and long-
term retention (Farr, 1987). Comparisons between students in the two over-
learning groups and those in the mastery condition reveal that engaging
students in overlearning trials provides further benefits, especially with
respect to long-term retention. These positive results from an applied setting
extend earlier findings from laboratory studies on memory (Driskell et al.,
1992; Farr), bringing much-needed ecological validity to this area of research.
Moreover, contrary to Driskell et al.’s observation that the effect of over-
learning lasts only 5 or 6 weeks, we observed large skill differences 5 to 
6 months after the students had stopped practicing.

With respect to another important research question, namely, the dif-
ferential effectiveness of standard overlearning trials in comparison with
paced practice focusing on an increase in response rate, our results show
that students in the paced practice condition were able to attain slightly
higher response rates than those in the standard overlearning condition; but
that difference affected neither academic achievement nor long-term retention.
This lack of effect replicates some prior research (Makepeace, 1998; Ormrod
& Spivey, 1990; Pedego, 1999) but contradicts the conclusions of other
experimental studies (Berquam, 1981; Kelly, 1996). Finally, the results of the
current study provide no support for the alleged demotivating effect of drill
and practice. Our data indicate instead that repeated practice may help to
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improve attitudes toward (a) the course, (b) the subject matter, and (c) com-
puterized practice. The positive reactions of our participants confirm the con-
clusions of many previous studies, namely, that students often prefer
drill-and-practice software over other types of educational software (Nathan &
Baron, 1995) and that this learning technique often produces positive affective
outcomes (Heath-Legg, 1992; Lanchantin, 1991; McDermott & Stegemann,
1987; Mevarech et al., 1991; Smith, 1980; Vincent, 1977; Weitzman, 1964;
Wittman, 1996). In fact, during the retention-building phase, focusing the
practice on an increase in correct response rate rather than on the mainte-
nance of high accuracy levels may increase students’ interest in the task and,
consequently, their general satisfaction with the course. Pedego similarly
observed that students appear to prefer faster fluency-based practices to
slower overlearning exercises. This finding also provides empirical support
for Lindsley’s (1996) observation that fluency training is enjoyable.

Still, the specific nature of the course could explain part of that positive
attitude toward computerized practice. As mentioned earlier, the quantita-
tive methods course has the well-earned reputation of being one the most
difficult courses in the social sciences program. Consequently, one would
expect students to experience more anxiety and fear of failure in relation to
this course. Students might have perceived as a welcome relief the academic
support provided by repeated practice and mastery learning techniques.

Validity Issues

To interpret these findings appropriately, we need to take into account both
the strengths and the weaknesses of our methodology. From the beginning,
we rejected the option of a controlled experiment in a laboratory setting.
Instead, we asked college instructors to incorporate a weekly practice activ-
ity into their existing course. The great deal of effort spent in assessing the
implementation process and the effects of these teaching techniques in a reg-
ular college setting helped to reinforce the study’s ecological validity; it also
permitted us to collect valuable information about implementation problems.
Moreover, the efforts invested in the methodological design made it possi-
ble to circumvent two of the major weaknesses of applied studies in educa-
tion, namely, instructor and implementation biases. We avoided instructor
bias by performing pairing and random assignments in each class and then
letting the software control the administration of experimental conditions to
different students in the same class, thus approximating a double-blind con-
trol situation. Because the instructors did not know to which experimental
condition each student belonged, their potential attitude differences toward
the various conditions could no longer bias their grading behavior.

Implementation bias ensues from the usual lack of any data on the qual-
ity of the implementation process. Applied studies often fail to produce statis-
tically or practically significant results simply because many of the individuals
assigned to the experimental groups are never properly exposed to the exper-
imental conditions (Cook & Poole, 1982; Rossi, Freeman, & Lipsey, 1999). By

Effect of Paced and Unpaced Practice

791
 at MCGILL UNIVERSITY LIBRARIES on July 20, 2010http://aerj.aera.netDownloaded from 

http://aerj.aera.net


collecting implementation data for each student, we were able to include in the
analyses only those who were actually exposed to the various experimental
conditions. Similarly, we could select for the retention part of the study only the
topics for which we were able to establish clear differences in level of practice
between the three experimental conditions. Considering the poor implemen-
tation conditions observed in a few classes, we would probably have obtained
inconclusive results or trivial differences if we had compared all the students
initially assigned to the various experimental conditions.

The creation of a comparison group made of students who did not reach
the minimal mastery criterion inadvertently introduced two potential selec-
tion biases: differences in academic aptitudes (non-mastery students had
lower academic aptitudes) and differences in the contingencies imposed by
the various instructors (non-mastery students more often came from classes
with fewer points given for practice). We were able to control statistically for
these group differences when we analyzed the course failure rates and per-
formance on the within-semester and final exams. It remains possible that
these students differed on other unmeasured characteristics, such as initial
motivation, aspirations, or interest in the subject matter; such differences
would artificially inflate that group’s performance gap in comparison with
the three experimental groups. For that reason, we believe that the observed
effect sizes might overestimate to some extent the real impact of both mas-
tery learning and overlearning in the context of computer-controlled prac-
tice. However, it seems unlikely that these selection biases could affect
comparisons between the three experimental conditions, because failure to
practice enough (a) was found to be unrelated to the treatment conditions,
and (b) did not result in any noticeable initial differences among the three
groups. We also consider the findings on the retention test to be less prone
to such selection biases. We took care to choose for the non-mastery condi-
tion students who had the highest ability levels and belonged to classes with
the lowest participation rates. These selection criteria ensured that the group
would be representative of students more likely to have participated if offered
better incentives to do so. The criteria also greatly reduced the likelihood that
unmeasured initial differences between participating and nonparticipating
students could explain the observed differences.

While the selection of students and topics for the retention posttest con-
tributed to the study’s internal validity, it could also affect the external valid-
ity of the findings, especially with regard to the observed effect sizes on the
retention test. If college instructors were to apply a similar teaching tech-
nique in their own classes, few would observe performance improvements
or retention increases as large as ours, and that for at least two reasons. First,
our implementation data suggest that unless instructors reward the comput-
erized practice “generously,” only a minority of students will practice enough
to reach the initial mastery level. The need for external incentives seems
especially important if we consider that the students who are least likely to
participate are the lower achievers, precisely those who would benefit most
from such practice; our results indicate that high-achieving students adopt
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computerized practice more readily even under low-incentive conditions. As
a consequence, the more a teacher is lenient or relies solely on intrinsic moti-
vation to engage students in computerized practice, the wider the gap will
be between low and high achievers. It also seems plausible, as shown by
our own data, that for many topics, especially those introduced toward the
end of the course, there would not be enough practice opportunities for the
students to engage in overlearning or even to reach mastery. This situation
represents a practical challenge to educators and instructional designers.
Given the benefits of practicing up to and beyond initial mastery, how can
teaching materials and practice activities be designed so that even the top-
ics introduced at the end of a course receive the required amount of prac-
tice to ensure that they will be mastered and retained? Also, because
overlearning practice seems to be especially beneficial for long-term reten-
tion, the shorter the delay between practice on a specific topic and the exam
on that topic, the more difficult it would be to observe its positive effects on
academic performance. Our data tend to support that hypothesis to some
extent. Only one of the four instructors administered a cumulative exam cov-
ering the content of the entire semester. The comparisons for that specific
exam yielded the largest achievement differences between the non-mastery
group and both the mastery group and the overlearning group.

The fact that female students participated more and were thus over-
represented in our three experimental groups constitutes another potential
threat to the generalizability of our study. The greater amount of time spent
by female students on computerized practice is, by itself, not surprising;
many studies have shown that female college students spend more time 
per week studying and doing homework than do their male counterparts 
(Terrill & Ducharme, 1994). Although this sex difference in participation had
no noticeable impact on our results and conclusions, it does raise additional
practical issues for instructors, especially with regard to the motivation of
male students. Despite their reputation for harboring more positive attitudes
toward computers (Kay, 1992), in this study they showed less proneness to
engage in repeated computerized practice.

Most of the contradictory findings observed on the exam scores came
from the two classes of one instructor; that observation also raises some con-
cerns regarding the generalizability of our findings to any instructor. The low
participation rate in his classes and random variations in the assignment
process may account for the results; yet we cannot rule out the possibility of
some mismatch between the content of the computerized practice and the
instruction provided by that instructor, or of an interaction between that
instructor’s teaching style and the practice requirements.

The Role of Fluency

Our inability to observe any additional benefit for paced overlearning prac-
tice over unpaced practice does not negate the potential usefulness of
attaining response fluency or automaticity. Although students in the paced
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condition were able, despite an equal amount of practice, to achieve higher
response rates than those in the unpaced overlearning condition, it is not
clear whether their faster performance truly reflected a decrease in response
latency or whether it was caused by faster reading, word skipping, or more
efficient cue selection. One way to partially test these alternative explana-
tions would be to give students in both the paced and unpaced overlearn-
ing conditions the opportunity to respond as fast as they can, and then
verify whether the observed difference still holds. Our study provides evi-
dence only that the specific pacing instruction that we used produced no
academic benefit other than more positive attitudes. Thus the initial ques-
tion remains unanswered: Assuming that response fluency is a good mea-
sure of association strength (Judd & Glaser, 1969; Peterson, 1965), is there
an experimental manipulation that would, for an equal amount of practice,
reduce this response latency? The fact that some researchers have been able
to obtain higher response rates with an equal or even lesser amount of prac-
tice (Berquam, 1981; Ormrod & Spivey, 1990) suggests that such manipula-
tions may exist. However, even if such techniques were discovered, their
practical value would remain unproven until (a) we can identify specific
practice instructions that reliably produce such an effect in an educational
setting, and (b) it is demonstrated that such a decrease in response latency
produces enhanced retention or transfer.

Even if researchers failed to identify such conditions, behavior rates and
response latency could still be useful as measuring devices, allowing one to
determine whether specific students need further practice or should move on
to the next learning unit. This search for an appropriate criterion of the right
amount of practice dates back to the early history of psychological and edu-
cational research (Ebbinghaus, 1885/1964; Thorndike, 1921). More recently,
Driskell et al. (1992) reaffirmed the importance of further research to identify
the point above which the costs of additional practice outweigh the obtained
educational benefits. In 1969, Judd and Glaser suggested that “measuring
response latency may provide a means of determining the optimal amount of
overlearning practice for a particular student and particular group of words”
(p. 29). To our knowledge, with the exception of Taymans’s (1985) study, no
one has pursued this potentially useful avenue. In fact, we must turn to the
Precision Teaching literature to find some tentative answers to this question.
The huge amount of frequency data obtained through years of teaching
efforts by precision teachers has led to the development of normative fluency
standards for several tool skills (Haughton, 1980), as well as procedures for
the development of performance standards for more complex skills (White,
1985). The question whether fluency standards provide adequate criteria for
identifying the right amount of practice, or whether other types of criteria—
based on either response latency measures or relative response rates—would
be more adequate or useful, invites further empirical research.

We must emphasize that even without any empirical evidence for an
effect of paced practice on application or long-term retention, there are at
least two reasons why one may want to engage students in paced practice.
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First, as we have been able to confirm in this study, focusing practice on the
increase of response rate may have a motivational value and help to main-
tain interest, or at least prevent some loss of interest. Second, as mentioned
by Bruce (1999), fluency-building techniques may provide a way to improve
learning efficiency. From this point of view, any instructional method that
produces an equal amount of practice in less time should be preferred to a
less efficient method. This statement parallels an idea expressed by Heward
(1994): that the amount of time that students spend on a task is less impor-
tant than the number of academic responses they make during that time. In
this respect, paced practice may allow teachers and students to save precious
instructional time, time that could be used for other kinds of activities.

The Instructional Role of Repeated Practice

The bad reputation of drill and practice among educators may be justified to
some extent by the prevalence of drill activities that are poorly designed and
not related closely enough to important instructional goals. Thus it is impor-
tant to stress that for repeated practice to be beneficial, the practice items
should be carefully designed so that they enable students to practice and
learn knowledge and skills that are really prerequisite to the desired termi-
nal performance. Drill does not need to be restricted to the learning of fac-
tual knowledge but may also promote the learning of procedural and
conditional knowledge and skills. Our own research suggests that class activ-
ities should offer enough practice opportunities to ensure the acquisition and
retention of specific “tool” skills and knowledge. The practice activities
should also provide sufficient contextual variability to facilitate transfer of
learning (Cormier & Hagman, 1987). Many educators consider “higher-order”
skills too complex to be taught through computerized practice. However, a
detailed content analysis of many of these complex skills and a careful exam-
ination of common errors made by students when applying them may allow
teachers and instructional designers to identify subskills or specific knowl-
edge that could be systematically taught to facilitate the acquisition and mas-
tery of those complex skills. An analysis of situations where transfer did not
occur could also reveal the contextual elements (e.g., types of examples and
distractors, presentation formats) that need to be included in such instruc-
tion. There has been a tendency in education to define educational goals as
the acquisition of general thinking abilities that could be developed without
reference to any particular content (Bonnett, 1995). The proponents of such
goals often consider that drill, repeated practice, and the acquisition of
domain-specific knowledge inhibit the development of generic skills such as
critical thinking, problem solving, and creativity. However, more and more
educators and researchers now recognize that a wide and deep domain
knowledge base is an essential condition for the development of expert per-
formance (Glaser & Chi, 1988). Thus the specific contribution of computer-
ized practice to the development of higher-order skills should not be
neglected. At the same time, exercises on partial tasks alone may well be as
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inappropriate as using complex practice settings exclusively. Efforts to mas-
ter and overlearn basic or tool skills and basic knowledge need to be com-
bined with opportunities for students to engage in more complex activities,
both because of their motivational value and because of the specific skills
involved in the more complex performances (Anderson, Reder, & Simon,
1996). Focusing exclusively on complex learning situations at the expense
of carefully sequenced instruction and repeated practice, as some educators
have suggested, may prove to be counterproductive. Our own data suggest
that when students are asked to work on complex cognitive tasks, too many
of them perform poorly because, for lack of enough practice, they have not
mastered, let alone retained, the basic knowledge and skills necessary to
complete such tasks. In our view, the promoters of new teaching methods
often stress the differences between their own and existing ones; they some-
times even call for the dismissal of valuable teaching techniques, described
as incompatible rather than complementary. Over the past 2 decades, meth-
ods based on teacher-directed instruction and repeated practice have suf-
fered more than many from such confrontations. The results of our study
lead us to believe that most students would benefit from a more balanced
set of carefully designed instructions that include repeated practice as well
as complex learning activities.

Notes

Correspondence concerning this article should be addressed to Normand Péladeau
(see biographical sketches on second page of the article).

1We align ourselves with statisticians who hold that testing for significance before
looking at effect sizes is incompatible with the logic behind the use of confidence inter-
vals (e.g., Thompson, 2002). They judge the presentation of p values redundant. We
include p values in the tables, but we do not take them into account when presenting and
discussing the results.
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